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A talking and singing robot which adaptively learns the vocalization skill by means of an auditory feedback learning algorithm is
being developed. The robot consists of motor-controlled vocal organs such as vocal cords, a vocal tract and a nasal cavity to gener-
ate a natural voice imitating a human vocalization. In this study, the robot is applied to the training system of speech articulation
for the hearing-impaired, because the robot is able to reproduce their vocalization and to teach them how it is to be improved to
generate clear speech. The paper briefly introduces the mechanical construction of the robot and how it autonomously acquires the
vocalization skill in the auditory feedback learning by listening to human speech. Then the training system is described, together
with the evaluation of the speech training by auditory impaired people.

Copyright © 2008 Hideyuki Sawada et al. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly
cited.

1. INTRODUCTION

A voice is the most important and effective medium em-
ployed not only in daily communication but also in logical
discussions. Only humans are able to use words as means
of verbal communication, although almost all animals have
voices. Vocal sounds are generated by the relevant operations
of the vocal organs such as a lung, trachea, vocal cords, vocal
tract, tongue, and muscles. The airflow from the lung causes
a vocal cord vibration to generate a source sound, and then
the glottal wave is led to the vocal tract, which works as a
sound filter as to form the spectrum envelope of a particular
voice. The voice is at the same time transmitted to the au-
ditory system so that the vocal system is controlled for the
stable vocalization. Different vocal sounds are generated by
the complex movements of vocal organs under the feedback
control mechanisms using an auditory system.

As infants grow they acquire these control methods per-
taining to the vocal organs for appropriate vocalization.
These get developed in infancy by repetition of trials and er-
rors concerning the hearing and vocalizing of vocal sounds.
Any disability or injury to any part of the vocal organs or to
the auditory system may result in an impediment in vocal-
ization. People who have congenitally hearing impairments

have difficulties in learning vocalization, since they are not
able to listen to their own voice. A speech therapist helps
themtotrain their speech by teaching the vocal organs to
learn vocalization and clear speech [1–4].

We are developing a talking robot by reproducing a hu-
man vocal system mechanically and based on the physical
model of the vocal organs in the human. The fundamental
frequency and the spectrum envelope determine the prin-
cipal characteristics of a voice. Fundamental frequency is a
characteristic of the voice source that is generated by the vi-
bration of vocal cords. The resonance effects that get articu-
lated by the motion of vocal tract and nasal cavity cause the
spectrum envelope. For the autonomous acquisition of vo-
calization skills by the robot, an adaptive learning using an
auditory feedback control is introduced, like the case for a
human baby.

The robot consists of motor-controlled vocal organs such
as vocal cords, a vocal tract, and a nasal cavity to generate a
natural voice imitating a human vocalization [5–8]. By in-
troducing auditory feedback learning with an adaptive con-
trol algorithm of pitch and phoneme, the robot is able to au-
tonomously acquire the control skill of the mechanical sys-
tem to vocalize stable vocal sounds imitating human speech.
In the first part of the paper, the construction of vocal cords
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Figure 1: Structural view of talking robot.

and vocal tract for the realization of the robot is briefly pre-
sented, and then the analysis of the autonomous learning of
how the robot acquires the vocalization skill by using the
neural network will be described. Then, a robotic training
system for the hearing-impaired people is introduced, to-
gether with the evaluation of the interactive speech training
conducted in an experiment.

2. CONSTRUCTION OF A TALKING ROBOT

The talking robot mainly consists of an air pump, artificial
vocal cords, a resonance tube, a nasal cavity, and a micro-
phone connected to a sound analyzer, which, respectively,
correspond to a lung, vocal cords, a vocal tract, a nasal cavity,
and an audition of a human, as shown in Figure 1.

An air from the pump is led to the vocal cords via an air-
flow control valve, which works for the control of the voice
volume. The resonance tube as a vocal tract is attached to the
vocal cords for the modification of resonance characteristics.
The nasal cavity is connected to the resonance tube with a
sliding valve between them. The sound analyzer plays a role
of the auditory system. It realizes the pitch extraction and the
analysis of resonance characteristics of generated sounds in
real time, which are necessary for the auditory feedback con-
trol. The system controller manages the whole system by lis-
tening to the vocalized sounds and calculating motor control
commands, based on the auditory feedback control mecha-
nism employing a neural network learning. The relation be-
tween the voice characteristics and motor control parameters
is stored in the system controller, which is referred to in the
generation of speech and singing performance.

2.1. Artificial vocal cords and its pitch control

Vocal cords with two vibrating cords molded with silicone
rubber with the softness of human mucous membrane were
constructed in this study. Two-layered construction (a hard
silicone is inside with the soft coating outside) gave the bet-
ter resonance characteristics, and is employed in the robot
[7]. The vibratory actions of the two cords are excited by the
airflow led by the tube, and generate a source sound to be
resonated in the vocal tract.

The tension of cords can be manipulated by applying ten-
sile force to them. By pulling the cords, the tension increases

so that the frequency of the generated sound becomes higher.
The relationship between the tensile force and the funda-
mental frequency of a vocal sound generated by the robot is
acquired by the auditory feedback learning before the singing
and talking performance, and pitches during the utterance
are kept in stable by the adaptive feedback control [8].

2.2. Construction of resonance tube and nasal cavity

The human vocal tract is a non-uniform tube about 170 mm
long in man. Its cross-sectional area varies from 0 to 20 cm2

under the control for vocalization. A nasal cavity with a total

volume of 60 cm3 is coupled to the vocal tract. In the me-
chanical system, a resonance tube as a vocal tract is attached
at the sound outlet of the artificial vocal cords. It works as a
resonator of a source sound generated by the vocal cords. It is

made of a silicone rubber with the length of 180 mm and the
diameter of 36 mm, which is equal to 10.2 cm2 by the cross-
sectional area as shown in Figure 1. The silicone rubber is

molded with the softness of human skin, which contributes
to the quality of the resonance characteristics.

In addition, a nasal cavity made of a plaster is attached
to the resonance tube to vocalize nasal sounds like /m/ and
/n/. A sliding valve as a role of the soft palate is settled at the
connection of the resonance tube and the nasal cavity for the
selection of nasal and normal sounds. For the generation of

nasal sounds /n/ and /m/, the motor-controlled sliding valve
is open to lead the air into the nasal cavity.

By actuating displacement forces with stainless bars from
the outside of the vocal tract, the cross-sectional area of the
tube is manipulated so that the resonance characteristics are
changed according to the transformations of the inner areas
of the resonator. Compact servo motors are placed at 8 posi-
tions xj ( j = 1–8) from the lip side of the tube to the intake
side, and the displacement forces Pj(xj) are applied accord-

ing to the control commands from the motor-phoneme con-
troller.

3. LEARNING OF VOCALIZATION SKILL

An adaptive learning algorithm for the achievement of a talk-
ing and singing performance is introduced in this section.
The algorithm consists of two phases. First in the learning
phase, the system acquires two maps in which the relations
between the motor positions and the features of generated
voices are established and stored. One is a motor-pitch map,
which associates motor positions with fundamental frequen-
cies. It is acquired by comparing the pitches of vocalized
sounds with the desired pitches, which cover the frequency
range of speech [8]. The other is a motor-phoneme map,
which associates motor positions with phonetic features of
vowel and consonant sounds. Second in the performance
phase, the robot speaks and sings by referring to the obtained
maps, while pitches and phonemes of generated voices are
adaptively maintained by hearing its own output voices.
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3.1. Neural network learning of vocalization

The neural network (NN) works to associate the sound char-
acteristics with the control parameters of the nine motors
settled in the vocal tract and the nasal cavity. In the learn-
ing process, the network learns the motor control commands
by inputting 10th-order linear predictive coding (LPC) cep-
strum coefficients [9] derived from vocal sound waves as
teaching signals. The network acquires the relations between
the sound parameters and the motor control commands of
the vocal tract. After the learning, the neural network is con-
nected in series into the vocal tract model. By inputting the
sound parameters of desired sounds to the NN, the corre-
sponding form of the vocal tract is obtained.

In this study, the self-organizing neural network (SONN)
was employed for the adaptive learning of vocalization.
Figure 2 shows the structure of the SONN consisting of two
processes, which are an information memory process and
an information recall process. After the SONN learning, the
motor control parameters are adaptively recalled by the stim-
uli of sounds to be generated.

The information memory process is achieved by the self-
organizing map (SOM) learning [10], in which sound pa-
rameters are arranged onto a two-dimensional feature map
to be related to one another.

Weight vector V j at node j in the feature map is fully
connected to the input nodes xi [i = 1, . . . , 10], where 10th-
order LPC cepstrum coefficients are given. The map learn-
ing algorithm updates the weight vectors V j-s. A competitive
learning is used, in which the winner c as the output unit
with a weight vector closest to the current input vector x(t)
is chosen at time t in learning. By using the winner c, the
weight vectors V j-s are updated according to the rule shown
below;

V j(t + 1) = V j(t) + hc j(t)
[

x(t)−V j(t)
]
,

hc j(t) =
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Here, ‖rc − r j‖ is the distance between units c and j in the
output array, and Nc is the neighborhood of the node c. α(t)
is a learning coefficient which gradually reduces as the learn-
ing proceeds. σ(t) is also a coefficient which represents the
width of the neighborhood area.

Then, in the information recall process, each node in the
feature map is associated with motor control parameters for
the control commands of nine motors employed for the vocal
tract deformation, by using the three-layered perceptron. In
this study, a conventional back-propagation algorithm was
employed for the learning. With the integration of the in-
formation memory and recall processes, the SONN works
to adaptively associate sound parameters with motor control
parameters.

In the current system, 25 × 25 arrayed map V = [V1,
V2, . . . ,V25×25] is used as the SOM. For testing the map-
ping ability, 200 sounds randomly vocalized by the robot
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Figure 2: Structure of self-organizing neural network.

were mapped onto the map array. After the self-organizing
learning, five Japanese vowels vocalized by six different peo-
ple were mapped onto the feature map. Same vowel sounds
given by different people were mapped close with each other,
and five vowels were roughly categorized according to the dif-
ferences of phonetic characteristics. We found that, in some
vowel area, two sounds given by two different speakers fell in
a same unit in the feature map. It means that the two differ-
ent sounds could not be separated, although they have close
tonal features with each other. We propose a reinforcement
learning algorithm to optimize the feature map.

3.2. Reinforcement learning of five Japanese
vowels by human voices

Redundant sound parameters which were not used for the
Japanese speech were buried in the map, since the 150 in-
putted sounds were generated randomly by the robot. Fur-
thermore, two different sounds given by two different speak-
ers were occasionally fallen in the same unit. The mapping
should be optimized for the Japanese vocalization.

The reinforcement learning was employed to establish
the feature map optimized. After the SONN learning, five
Japanese vowel sounds given by 6 different speakers with nor-
mal audition were applied to the supervised learning as the
reinforcement signal to be associated with the suitable motor
control parameters for the Japanese vocalization.

Figure 3 shows the result of the reinforcement learning
with five Japanese vowels given by five speakers no. 1 to 5. The
distribution of same vowel sounds concentrated with one an-
other, and the patterns of different vowels were placed apart.
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Figure 3: Result of reinforcement learning with five Japanese vowels
from 5 subjects no. 1–5.

4. ARTICULATORY REPRODUCTION OF
HEARING-IMPAIRED VOICE

After the learning of the relationship between the sound pa-
rameters and the motor control parameters, we inputted hu-
man voices from microphone to confirm whether the robot
could speak autonomously by mimicking human vocaliza-
tion. With the comparison of spectra between human vowel
vocalization and robot speech, we confirmed that the first
and second formants F1 and F2, which present the princi-
pal characteristics of the vowels, were formed properly as to
approximate the human vowels, and the sounds were well
distinguishable by listeners. The experiment also showed the
smooth motion of the vocalization. The transition between
two different vowels in the continuous speech was well ac-
quired by the SONN learning, which means that all the cell-
soninthe SOM are associated with motor control parameters
properly to vocalize particular sounds [11].

Voices of hearing-impaired people then were given to the
robot so as to confirm that the articulatory motion would
be reproduced by the robot. Figure 4 shows the mapping re-
sults of six different voices given by hearing-impaired speak-
ers no. a, no. b, no. c, no. d, no. e, and no. f. The same col-
ors indicate the vocal sounds generated by the same vowels.
In Figure 5, vocal tract shapes estimated by the robot from
voices of hearing-impaired person no. a are presented, to-
gether with the comparison of the vocal tract shapes esti-
mated by the able-bodied speaker no. 1 voices.

From the observation of the robot’s reproduced motions
of the vocal tract, the articulations of auditory-impaired peo-
ple were apparently small, and complex shapes of vocal tract
were not sufficiently articulated. Furthermore, in the map
shown in Figure 4, /u/ sound given by the hearing-impaired
speaker no. a is located inside the /e/ area of able-bodied
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Figure 4: Mapping results of six different voices given by hearing-
impaired speakers no. a–c.

speakers, and his /o/ vowel is located close to the /u/ area of
able-bodied speakers. These articulatory characteristics also
appear in the vocal tract shapes shown in Figure 5. In the
figures, the vowel /u/ shape of speaker no. a shown in (b-2)
is almost the same with the /o/ shape of speaker no. 1 pre-
sented in (c-1). Likewise, the /o/ shape shown in (c-2) ap-
pears close to the shape of (b-1). Thus, these results proved
that the topological relations of resonance characteristics of
voices were well preserved in the map, and the articulatory
motion by the robot was successfully obtained to reproduce
the speech articulation by listening arbitrary vocal sounds.

5. INTERACTIVE VOICE TRAINING SYSTEM FOR
HEARING-IMPAIRED PEOPLE

In the speech training, the robot interactively shows the ar-
ticulatory motion of vocal organs as a target to a trainee so
thats/he repeats his/her vocalization and the observation of
the robot motion. The trainee is also able to refer to the SOM
to find the distance to the target voice. The flow of the train-
ing is summarized in Figure 6. The training of speech articu-
lation by an auditory-impaired subject is shown in Figure 7.

Subject

An experiment of speech training was conducted by six
hearing-impaired subjects: no. a–f (four males and two fe-
males), who study in a high school and a junior high school.
In Figure 8, the training results of three subjects no. a, no.
e, and no. f are shown by presenting the trajectories of
voices appeared in the SOM during the training experiments.
Figure 8(a) shows a result of successful training with less tri-
als conducted by the subject no. a. By observing the articula-
tory motion instructed by the robot, this subject recognized
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Glottis Lip

(a-1) Vowel /a/ shape of speaker no. 1

Glottis Lip

(a-2) Vowel /a/ shape of speaker no. a

(b-1) Vowel /u/ shape of speaker no. 1 (b-2) Vowel /u/ shape of speaker no. a
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Figure 5: Comparison of vocal tract shapes of the hearing-impaired (right) with the able-bodied (left).
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Hardware
(robot motion)

Software
(SOM mapping)

Figure 6: Flowchart of training of speech articulation.

the difference in his articulation and effectively learned the
correct motion. Figure 8(b) also shows the successful train-
ing results by the subject no. e, however, he had achieved the
vocalization by repeating several trials and errors, especially

Figure 7: Training of speech articulation by auditory-impaired
people.

for the vowels /i/ and /e/ as presented by the arrows from i1
to i5 and e1 to e5, respectively.

In the case of the training conducted by the subject no. f,
he could not achieve the learning by the system. The clarity of
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Figure 8: Example trajectories in training.

his voices was quite low, and the original voices were mapped
far from the area of clear voices. He could not understand the
shape of the robot’s vocal tract, nor realize the correspon-
dence between the robot’s motion and the motion of his in-
ner mouth. This subject tried to articulate his vocal tract fol-
lowing the articulatory motion indicated by the robot, how-
ever, his voice moved to the different direction in the SOM as
shown by arrows in Figure 8(c). He failed the acquisition of
vocalization skill and could not achieve the training. In the
questionnaire after the training, he pointed out the difficul-

ties of moving a particular part of the inner mouth so as to
mimic the articulatory motion of the robot.

By the experimental training, five subjects could mimic
the vocalization following the directions given by the robotic
voice simulator, and acquired the better vocal sounds. In the
questionnaire after the experiment, two subjects commented
that the correspondence between robot’s vocal tract and hu-
man actual vocal tract should be instructed, so that they
could easily understand which part inside the mouth should
be intensively articulated for the clear vocalization.
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6. CONCLUSIONS

A robotic voice simulator and its articulatory reproduction of
voice of hearing-impaired people were introduced in this pa-
per. By introducing the adaptive learning and controlling of
the mechanical model with the auditory feedback, the voice
robot was able to acquire the vocalization skill as a human
baby does in speech training.

The robot was applied to introduce a training system for
auditory-impaired people to interactively train the speech ar-
ticulation for learning proper vocalization. The robotic voice
simulator reproduces the articulatory motion just by listen-
ing to actual voices given by auditory-impaired people, and
they could learn and know how to move their vocal or-
gans for the clear vocalization, by observing the motions in-
structed by the talking robot. The use of SOM for visually
presenting the distance between target voice and trainee’s
voice is also introduced.

We confirmed that the training using the talking robot
and the SOM would help hearing-impaired people learn the
articulatory motion in the mouth and the skill of clear vo-
calization properly. In the next system, the correspondence
between robot’s vocal tract and human actual vocal tract
should be established so that a subject could understand
which part inside the mouth should be intensively articu-
lated in the training. By analyzing the vocal articulation of
auditory-impaired people during the training with the robot,
we will investigate the factor of unclarity of their voices orig-
inated by the articulatory motions.
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